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Abstract— Ground water quality index is forecasted using machine learning tecnique. Water sample data for forecasting is collected from 
the wells of chikballapur. Two models are developed for the prediction and forecasting ground water. The first model, which is an univariate 
analysis model, is constructed using the technique of Artificial Neural Networks integrated with Decision tree algorithm to predict the salt 
content of the water sample and also to classify it as potable or not. The second model, which is multivariate analysis is constructed using 
Linear Regression integrated along with Pearson Coefficient, predicts the values of the parameters. Classification of  that water sample, 
whether it is potable or not is checked using the Naïve Baye’s Classifier method. In this study, the accuracy of prediction of both the models 
is calculated and a comparison between them is drawn, thus determining the better model. Finally, for the multivariate analysis model, the 
forecasted values are spatially represented in GIS maps using ARCGIS software. The model developed was tested with the water sample 
data collected for 20 years from centre board of ground water and it has been found that Multivariate model had an overall accuracy of 
87% for forecasting and 92% for classification compared to Univariant model which had an accuracy of  85%. 

Index Terms— Artificial Neaural Networks(ANN), Central Ground Water Board(CGWB),Decision Tree Algorithm, Geographical Information 
System(GIS), groundwater quality, Instance Distance Weighting (IDW), Linear Regression, Machine learning, Pearson Co-efficient, water 
level.   

——————————      —————————— 

1 INTRODUCTION                                                                     
Machine learning relates on study of systems which learns 

from previous available data by training this data into the sys-
tem. Machine learning concentrates on prediction which estab-
lishes on experienced properties which learns from the train-
ing data in the system[5]. 

To determine potability of ground water samples and its 
prediction has vast scope in today’s market. It can be used by 
the government to keep track of various viable ground water 
sources in the state. It can be used by the pollution control 
board to keep track of the levels of pollution in bore wells that 
contains water that is not fit for consumption. Hence the scope 
of usage of this project sums to be limitless. Ground water is 
ever changing and its quality can never be accurately predict-
ed. Most environment phenomenon is cyclic in nature. They 
follow a particular cycle and their compositions may change 
according to that cycle. These cycles usually have a long time 
period and are hard to recognize. Various conventional meth-
ods for prediction and forecasting of water quality, such as 
gray system theory, neural network etc., depend on chaos the-
ory. Most environment phenomenon is cyclic in nature. They 
follow a particular cycle and their compositions may change 
according to that cycle. These cycles usually have a long time 
period and are hard to recognize. 

To determine the potability of ground water is very diffi-
cult task. It is significant issue to predict water quality which 
increases economic efficiency as a result. Nevertheless, predic-
tion of water quality has been complicated issue due to com-
plexity and diversity. The data affects the quality of water and 
accuracy to forecast. Meantime, the models that are construct-
ed on predicted accuracy in monitoring the data is very 
hard[4]. 

2 METHODOLOGY FOR THE UNIVARIATE 

MODEL 
 
The developed model is an univariate model [1],[2], which 

is constructed using ANN methods integrated with Decision 
Tree Algorithm for the prediction of the parameter values and 
to classify if that water sample is potable or not [6],[7]. In this 
model, nine parameters are considered for the classification of 
potability. The parameters considered are Alkalinity, Total 
hardness, Calcium, Chloride, Magnesium, Sulphate, Fluorine 
,Sodium, Potassium. These parameters’ values have been col-
lected from CGWB and analysed[3]. This analysed data is the 
input to this model.  The system is trained using the values 
from the training data set.Water Quality index is calculated. 
The result that is obtained is compared with the WHO stand-
ards and then the water sample is classified as potable or not. 
Then the accuracy of the system is determined using the test 
data set. The training data set is shown in fig 1. 

 
 
 
 
 
 
 

 
Fig. 1. Training data set 

2.1 ANN model 
In this model, two years’data is used for training and the 

parameters are fed as input in the input layer, then hidden 
layer equation is constructed, thus determining the water 
quality index[4] and hence predicting the water quality index 
for subsequent year[9].   
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Fig. 2. ANN model 
2.2 Classification 

The Decision tree algorithm is used for classification[9]. The 
index values that are obtained using the ANN in fig 2, are in-
putted into decision tree. The output of this tree will deter-
mine if the water sample is potable or not[10]. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig .3. Decision tree 

The index values for different classifications of  the sample 
is as follows[2]: 

Table 1. Ground water Quality index 
GWQI Class 
0-25 Excellent 
26-50 Good 
51-75 Moderate 
76-100 Poor 
101-125 Very poor 
125 and above Unfit 

 
The main task in decision tree lies in selecting the root 

nodes. The root node is decided by the parameter called in-
formation gain, which inturn depends on the entropy. To find 
these parameters we should know the propertion of positive 
and negative samples in the training data. 

For a collection S, with the positive proportion p1, and 
negatie proportion p2, its entropy is calculated as, 

𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑆) = −𝑒1𝑙𝑒𝑙2𝑒2−  𝑒2𝑙𝑒𝑙2𝑒1    (1) 
The information gain of each attribute A is calculated as, 

 

𝐺𝐺𝐺𝑒(𝑆,𝐴) = 𝐸𝑒𝑒(𝑆)− �
|𝑆𝑣|
|𝑆|

𝑣∈𝑉𝑎𝑙𝑢𝑒𝑠(𝐴)

𝐸𝑒𝑒(𝑆𝑣 )     (2) 

3 METHODOLOGY FOR MUTLIVARIATE MODEL 
Our model is an multivariate analysis model, which is con-

structed using Linear Regression technique improved with 
Pearson’s co-efficient model for the prediction of the parame-
ter values. Classification of  that water sample, whether it is 
potable or not is checked using the Naïve Baye’s Classifier 
method[8],[11]. In this model, twelve parameters are consid-
ered for the classification of potability. The parameters consid-
ered are Nitrate, Total hardness, Calcium, Chloride, Magnesi-
um, Sulphate, Fluorine,Sodium, Potassium.These parameters’ 
values have been collected from Central Ground Water Board 
(CGWB) and analysed[3]. This analysed data is the input to 
this model. The system is trained using the values from the 
training data set. The result that is obtained is compared with 
the WHO standards and then the water sample is classified as 
potable or not. Then the accuracy and the efficiency of the sys-
tem is determined using the test data set.The training data set 
is shown in fig 4.  

 
Fig.4. Training data set 

 
3.1 Analysis of the data set 

The training data set  is as shown in fig 5. Here, 20 years of 
data for a particular well is considered from 1995-2015. The 
data set is analyzed and it is found that the variation of the 
parameters over the years considered are inconsistent and 
hence the method of linear regression is considered. The corre-
lation among the parameters are derived using the Pearson 
Co-efficient formula. 
3.2 Pearson Co-efficient  

The Pearson Co-efficient is calculated using the formula : 
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𝑒 =
∑�𝑋 − 𝑋′�(𝑌 − 𝑌′)

�∑(𝑋 − 𝑋′)2�∑(𝑌 − 𝑌′)2
   (3) 

 
Where, r is the PearsonCo-efficient. X and Y are the param-

eters. 
The Pearson Co-efficient value ‘r’ can range from -1 to +1, 

where, -1 indicates no correlation and +1 indicates maximum 
correlation. 

In this model, the Pearson Coefficient is used to derive the 
correlation between the parameters. For each parameter, the 
other parameter[8], which has the highest correlation with the 
parameter in consideration, is determined. 

Example: For the parameter Ph, fluorine has the highest 
Correlation with Pearson Co-efficient being equal to 0.82. 
Here, X is fluorine and Y is pH. 

 
3.3. Linear Regression 

The formula used in developing the model is: 
ℎ𝜃(𝑥) = 𝜃𝑇.𝑥                         (4) 

 

𝐽(𝜃) =
1
𝑚
�(ℎ𝜃(𝑥) − 𝑒)2
𝑚

𝑖=0

    (5) 

𝜃𝐺 = 𝜃𝑗 − 𝛼.
1
𝑚
𝛿
𝛿𝑗

 𝐽(𝜃)          (6) 

Where ‘h’ is the hypothesis function. 
‘J’ is the cost function 
‘y’ is the actual output values. 
The final formula is the gradient descent formula. 
This method used as it is one the most efficient method due 

to the inconsistency in the data[12]. This is because the error 
factor is considered, and in this technique the difference be-
tween the predicted values(hypothesis function) and actual 
values is considered for every year’s data and this error de-
creases for more number of data samples.  

For the training of data, the process of linear regression is 
applied on the parameters that are obtained using the Pearson 
Co-efficient. 

For the forecasting of the values of the parameters for the 
(N+1)th year,   the previous N years(20)  data are trained, thus 
using the linear regression technique as a machine learning 
concept. In this model 20 training data sets are considered. 
The predicted values are compared with the WHO standards 
and then classified as potable or not. 

The WHO standards for the parameters are:[14] 
Table 2. WHO standards for the parameters. 

Water Quality 
Parameters 

WHO 
Standards (Si) 

pH 8.5 
Ec 2000 

TDS 1000 
Total Hardness 300 

Cl 250 
So4 250 
No3 50 
Ca 75 

Mg 30 
Na 200 
K 12 
F 1.5 

Total 4177 
 

 
3.4  Classification 

Naves bayes classifier is the classification algorithm based 
on the baye’s theorem of probability. Given the set of attrib-
utes, we calculate the posterior probability of the event using 
the baye’s theorem[11]. Posterior probability that water is 
p1otable is, 

𝑃𝑒𝑃𝑒𝑒𝑒𝐺𝑒𝑒(𝑒𝑒𝑒𝐺𝑝𝑙𝑒) =
 𝑃(𝑒𝑒𝑒𝐺𝑝𝑙𝑒)𝑃(𝑒𝑒𝑒𝐺𝑝𝑙𝑒|𝑒ℎ)𝑃(𝑒𝑒𝑒𝐺𝑝𝑙𝑒|𝑒𝑒) …/𝑒𝑒𝐺𝑒𝑒𝑒𝑒𝑒,       (7) 

Evidence is the sum of numerators in Posterior(potable) 
and Posterior(non-potable). 

Given the Standard deviation σ, and mean µ, of the parame-
ter p, P(potable | p) is calculated as, 

)
2^2

2)^((^
2^2

1)|(
σ

µ
πσ

−−
=

valppotablep                  (8) 

Similarly the posterior probability of not potable is also cal-
culated, i.e. posterior(notpotable). 

Finally the water is classified potable or not based on the 
posterior probability. If the posterior probability of potable is 
greater, then water is potable otherwise it is not.  

 
3.5  Experimental Analysis 

During the experimental analysis, the result of the year 
2015 is considered. The actual values are collected from the 
CGWB. The predicted values are compared with the actual 
values and an accuracy of forecasting the values is 87%. Naïve 
Baye’s classifier is used for classification and an accuracy of 
92% is obtained. The test data set is as shown in Fig 5. 

 
 

Fig. 5. Testing data set 
The accuracy obtained in univariate model that was devel-

oped using ANN and decision tree was found to be 88.87% for 
the classification. 
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3.6  Spatial Representation 

For representing the data in spatial form (ie. GIS maps), the 
values of three wells are considered. The data is obtained from 
CGWB. The spatial representation of data on the GIS maps are 
obtained using the technique of IDW[13]. The maps are gener-
ated using the ARCGIS 10.0 software. The maps are as shown 
in Fig 6 & Fig 7. 

 
 

Fig. 6. GIS map for EC, for 3 wells in Bagepalli taluk 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
Fig. 7. GIS map for fluorine, for 3 wells in Bagepalli taluk 

4 CONCLUSION 
The conclusion hence derived is that, the univariate model 

is developed using the methods of ANN for forecasting the 
parameters’ values and decision tree algorithm for classifying 
as potable or not. In this model, the parameters are individual-
ly considered and forecasted. The effect of one parameter on 
the other is not taken into account. On the other hand, the 
multivariate analysis model is developed using Linear Regres-
sion method improved with Pearson Co-efficient for forecast-
ing the parameters’ values. Then the classification of the water 
sample is determined using Naïve Baye’s classifier method. In 
this multivariate model, one parameter that affects the param-
eter in consideration is taken into account. Also the quality of 
ground water is determined at different levels. 

In the univariate model that uses artificial neural network 
and decision tree algorithm, the accuracy of the model for 

prediction and for classification was found to be 88.87%. In the 
multivariate model that uses Linear Regression improved with 
Pearson Co-efficient. Naïve Baye’s Classifier method is used 
for classification. The accuracy is found to be 87% for forecast-
ing and 92% for classification.  
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